Fig. 2. Pareto boundary for a sample channel realization with \( N = 2 \) transmit antennas at high SNR 30 dB.

VI. CONCLUDING REMARKS

The motivation for this correspondence has been the recent, huge interest in IFCs as a model for spectrum resource conflicts (see, e.g., [5], [7], [9], [10], and [12], and the references therein). Our main contribution has been a characterization of the MISO IFC for arbitrary SNR, and specifically a parametrization of the Pareto boundary of the rate region. Our hope is that the results will be useful for future research on resource allocation and spectrum sharing for situations that are well modeled via the MISO IFC.
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Abstract—This correspondence investigates the problem of designing the precoding codebook for limited feedback multiple-input multiple-output (MIMO) systems. We first analyze the asymptotic capacity loss of a suboptimal multimode precoding scheme as compared to optimal waterfilling and show that the suboptimal scheme is sufficient when negligible capacity loss is allowed. This knowledge is then applied to the design of the limited feedback codebook. In the design, the generalized Lloyd algorithm is employed, where the computation of the centroid is formulated as an optimization problem and solved optimally. Numerical results show that the proposed codebook design outperforms the comparable algorithms reported in the literature.

Index Terms—Given’s rotation, limited feedback codebook design, Lloyd algorithm, waterfilling.

I. INTRODUCTION

A well-known result of information theory establishes that feedback does not improve the capacity of a discrete memoryless channel [1]. Nonetheless, for the cases where the channel is selective in either time, frequency, or space, feedback of the channel state to the transmitter can bring substantial benefits to the forward communications system in terms of either capacity, performance, or complexity. The theoretical study of capacity and coding with channel state information at the transmitter (CSIT) can be traced back as early as to Shannon [2]. More recently, information-theoretic capacity on channels with both perfect [3]–[5] and imperfect [6] CSIT and practical coding schemes using CSIT [7], [8] have been studied.

With the advent of multiple-input and multiple-output (MIMO) antenna systems, investigation on the potential benefits of CSIT for MIMO systems has been intensified and design of a practical scheme to achieve the potential benefits as closely as possible becomes very important. The channel estimation done at the receiver needs to be sent back to the transmitter to provide the potential CSIT benefit. Thus, the study of MIMO system with limited feedback is of practical interests. In the past, various options in MIMO transmit beamforming
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with limited rate feedback have been considered in [9]–[13]. In the beamforming setting, however, one notes that the capacity loss is usually large, as compared to the optimal water-filling (WF) solution [14]. To remedy this shortcoming, in [15]–[17], the problem is approached from the perspective of designing a codebook to achieve the WF gain. The optimal WF solution is a mixture of optimal antenna phase rotation and power adaptation, which changes subject to a particular realization of the channel. The proposed codebook design methodology in [15] includes both the phase rotation and power allocation matrix. Whereas in the multimode precoding scheme [16], [17], the codebook contains only the first \( m \) columns of the phase rotation matrix (first \( m \) eigenmodes) and the total transmit power is equally allocated to the \( m \) eigenmodes.

In this correspondence, we also address the codebook design problem in the framework of multimode precoding. We first bound the asymptotic capacity loss of multimode precoding, and show the sufficiency of it when negligible capacity loss is allowed. We then use the generalized Lloyd algorithm [18] to design the multimode precoding codebook. One novelty of our design methodology lies in the computation of the centroid, which is formulated as an optimization problem by the given’s angle parametrization of unitary matrix (orthonormal column matrix). The proposed algorithm, although it is based on a suboptimal multimode precoding scheme rather than on the optimal WF as in [15], outperforms the algorithm in [15] as the numerical results indicate. We claim the gain in performance is largely owing to the optimal computation of the centroid. Our proposed design also brings performance superior, we show, to that of the same multimode precoding scheme in [16]. The gain over [16] comes mainly from the fact that the cardinality distribution of the designed codebook employing our proposed algorithm is much closer to optimal (if not exactly optimal) as compared to the prederived one in [16].

The remainder of the correspondence is organized as follows. In Section II, the MIMO system with multimode precoding is introduced. In Section III, the asymptotic capacity loss of multimode precoding as compared to WF is developed. The codebook design algorithm is presented in Section IV, and the numerical results are shown in Section V. Finally, conclusions are drawn in Section VI.

II. SYSTEM OVERVIEW

We consider a MIMO system with \( N_t \) inputs and \( N_r \) outputs. The \([N_r \times 1]\) output signal vector is modeled as \( \mathbf{r} = \mathbf{Hs} + \mathbf{n} \), where \( \mathbf{H} \) is a \([N_r \times N_t]\) channel matrix with circularly symmetric complex Gaussian entries of zero mean and unit variance; \( \mathbf{s} \) is a \([N_t \times 1]\) transmitted signal with total power constraint \( P_t \); such as \( \mathbf{E}[\mathbf{s}\mathbf{s}^H] \leq P_t \); \( \mathbf{n} \) is the \([N_r \times 1]\) additive white Gaussian noise present at the receiver, with \( \mathbf{E}[\mathbf{n}\mathbf{n}^H] = \sigma^2 \mathbf{I}_{N_r \times N_r} \). Without loss of generality, we assume \( \sigma^2 = 1 \) throughout the correspondence.

By the singular value decomposition, the channel matrix \( \mathbf{H} \) can be written as \( \mathbf{H} = \mathbf{UAV}^H \), where both \( \mathbf{U} \) and \( \mathbf{V} \) are the unitary matrices and \( \mathbf{A} \) is a diagonal matrix with the singular values of \( \mathbf{H} \) on its diagonal. When the channel is known to both the transmitter and the receiver, the capacity achieving power allocation solution is the well-known WF, and the instantaneous WF capacity [14] is

\[
C_w(\mathbf{H}) = \sum_{i=1}^{m^*} \log(\mu \lambda_i),
\]

(1)

\( \lambda_i \) is the \( i \)th largest singular value of \( \mathbf{H} \) and \( \log_2 \) is the logarithm to base 2. For convenience, we define the subchannel loss as \( g_i = 1/\lambda_i \), and the set of good sub-channels as \( \mathcal{E} = \{ g_i : \mu - g_i > 0, i = 1, 2, \ldots, N_t \} \). Then \( m^* \) denotes the cardinality of the good subchannels, i.e., \( m^* = |\mathcal{E}| \). The water level \( \mu \) relates to \( P_t \) by satisfying the total power constraint, i.e., \( P_t = \sum_{i=1}^{m^*}(\mu - g_i) \) or

\[
S_0 := \frac{P_t}{m^*} = \mu - \frac{1}{m^*} \sum_{i=1}^{m} g_i = \mu - \tilde{\gamma}
\]

(2)

where \( \tilde{\gamma} := 1/m^* \sum_{d=1}^{m^*} g_d \) is the mean.

While perfect channel knowledge at the receiver can be assumed, perfect CSIT may not be available, in particular for frequency division duplex (FDD) systems where no “reciprocity” exists between the forward and reverse channel. In such a case, the CSI estimated at the receiver needs to be fed back to the transmitter through a feedback channel. While the optimal WF requires knowing both \( \mathbf{V} \) and \( \mathbf{A} \) at the transmitter, under the constraint on the feedback channel capacity, we consider a suboptimal transmission scheme which is termed multimode precoding in [16]. With limited feedback, only the quantized first \( m \) columns of the eigenmode matrix \( \mathbf{V} \) are used at the transmitter under multimode precoding, and an equal amount of power \( P_t/m \) is allocated to each eigenmode. The \( N_t \times m \) unitary matrix \( \mathbf{V}_m \) serves as the precoding matrix at the transmitter. This then yields a modified input–output relationship

\[
\mathbf{r} = \mathbf{H} \tilde{\mathbf{V}}_m \mathbf{s} + \mathbf{n}
\]

(3)

where \( \mathbf{s}_m \) is \( m \times 1 \) input with \( \mathbf{E}[\mathbf{s}_m \mathbf{s}_m^H] = (P_t/m) \mathbf{I}_{m \times m} \). The instantaneous channel capacity then is

\[
C_p(\mathbf{H}, \tilde{\mathbf{V}}_m) = \log \det \left( \mathbf{I}_{N_r} + \frac{P_t}{m} \mathbf{H} \tilde{\mathbf{V}}_m \tilde{\mathbf{V}}_m^H \mathbf{H}^H \right).
\]

(4)

III. ASYMPTOTIC CAPACITY LOSS OF MULTIMODE PRECODING

As the multimode precoding scheme is based on a suboptimal rather than optimal WF, it is worthwhile to investigate its loss in capacity as compared to the WF based optimal method. However, the capacity of the channel for either scheme can not be easily obtained with a given feedback rate, thus we resort to the asymptotic capacity loss of the multimode precoding scheme when the feedback rate is assumed infinite.

The optimal multimode precoding scheme will use the exact first \( m^* \) columns of \( \mathbf{V} \) and \( \mathbf{V}_{m^*} \) as the precoding matrix, where \( m^* = \text{arg max}_{1 \leq m \leq N_t} C_{p}(\mathbf{H}, \mathbf{V}_m) \). The instantaneous capacity then is

\[
C_{p}(\mathbf{H}, \mathbf{V}_{m^*}) = \sum_{i=1}^{m^*} \log \left( 1 + \frac{P_t \lambda_i}{m^*} \right).
\]

(5)

The asymptotic instantaneous capacity loss of multimode precoding, using (5) and (1) can then be be upperbounded as

\[
\Delta c := C_w(\mathbf{H}) - C_p(\mathbf{H}, \mathbf{V}_{m^*}) \leq C_w(\mathbf{H}) - C_p(\mathbf{H}, \mathbf{V}_{m^*}) = - \sum_{i=1}^{m^*} \log \left( 1 + \frac{P_t \lambda_i}{m^*} \right)
\]

(6)

where the inequality is by the fact \( C_p(\mathbf{H}, \mathbf{V}_{m^*}) \geq C_p(\mathbf{H}, \mathbf{V}_{m^*}) \) and the last equality follows from (2).

The capacity loss (6) depends on the optimal power level \( \mu \). Thus, it can only be evaluated numerically as no analytical solution to \( \mu \) exists. To offer an insight into the capacity loss, we expand the summand in (6) by the Taylor series and obtain the following two upper bounds.
Theorem 1: The asymptotic capacity loss of multimode precoding scheme is upper bounded by
\[ \Delta c \leq \frac{1}{\ln 2} m n \sum_{i=1}^{m} \frac{\sigma^2(y)}{\mu^2} \] (7)
where \( \sigma^2(y) \) denotes the sample-variance of the subchannel losses (inverse sub-channel gains) in the set of good subchannels \( C \). Meanwhile, by using the absolute value of the first-order term, we have
\[ \Delta c \leq \frac{1}{\ln 2} m n \| g - \mathbb{E}[g] \| / \mu. \] (8)

Proof: See Appendix A.

These bounds, though easy to obtain, provide useful tools to make inference on the loss of a suboptimal solution. It is noteworthy that the asymptotic multimode precoding scheme subsumes the beamforming scheme in low signal-to-noise ratio (SNR) regime and the equal power allocation scheme to all transmit antennas in high SNR regime (when \( N_t \leq N_s \)). Therefore, making use of these upper bounds, we can explain why beamforming and the equal power allocation are optimal in the low and the high SNR regime, respectively. In the high SNR regime, i.e., \( P_1 \gg 1 \) and \( \mu \gg 1 \), the upper bound (7) becomes zero, and thus the equal power allocation is optimal; in the low SNR regime, i.e., \( P_1 \ll 1 \), \( n^2 = 1 \) and \( \sigma^2(y) = 0 \), the upper bound also goes to zero, thus beamforming is optimal in this case.

Based on the ensemble of randomly generated channel matrix \( \mathbf{H} \), the average asymptotic capacity loss of multimode precoding is plotted in Fig. 1. The capacity loss is also compared with the bounds derived. Selected system parameters are \( N_t = N_s = 16 \), Yu–Cioffi bound [19] is also provided for the purpose of comparison. From the simulation results, we can see that the capacity loss of multimode precoding is indeed small as reflected in this figure. This suggests the suboptimal scheme based multimode precoding can be used in practice at the cost of negligible capacity loss.

IV. FEEDBACK CODEBOOK DESIGN

Motivated by the small asymptotic capacity loss of multimode precoding, we now consider the problem of designing the multimode precoding codebook \( C \) under the cardinality constraint \( |C| = N_{tot} \). Assume the feedback channel is error free, this precoding codebook \( C \) at the transmitter is also the feedback codebook used at the receiver. Under the multimode precoding scheme, each codeword \( \mathbf{V}^k \) \((1 \leq k \leq N_{tot})\) is a \( N_t \times m \) unitary matrix, and the codebook \( C \) is a finite subset of unitary matrices, i.e., \( C \subseteq \mathcal{U} \triangleq \bigcup_{\ell=1}^{L} \mathcal{U}_{m} \) where \( \mathcal{U}_{m} \) is the set of complex \( N_t \times m \) unitary matrix. With a slight change of notation, we drop the dimensionality signifying subscript \( m \) of the \( k \)th codeword \( \mathbf{V}^k \).

The problem of codebook design is essentially a vector quantization problem and hence the conventional generalized Lloyd algorithm is applied here to find a codebook that optimizes an overall distortion measure. According to the generalized Lloyd algorithm, a set of channel matrix \( \mathbf{H} \) will be generated randomly according to a given channel statistics as the training sequence. We also randomly generate \( N_{tot} \) number of orthonormal column matrices, \( \{ \mathbf{V}^k \}_{k=1}^{N_{tot}} \), as the initial codebook \( C \).

Depending upon the interests of system performance, various criteria such as probability of error [16], [20], capacity [15], [16] and the error exponent [21] have been utilized to design the codebook. In this section, our design goal is to find the codebook \( C \) that maximizes the forward channel capacity. It is equivalently the codebook that minimizes capacity loss compared to the optimal WF. The capacity loss is thus employed as our distortion measure, i.e.,
\[ d(\mathbf{H}, \mathbf{V}^k) = C_s(\mathbf{H}) - C_p(\mathbf{H}, \mathbf{V}^k) \] (9)
where \( C_p(\mathbf{H}, \mathbf{V}^k) \) is defined in (4).

Given a codebook \( C \), we first find the optimal partition of the training sequence according to the distortion measure, i.e.,
\begin{align*}
\hat{\mathbf{V}}^k &= \arg \min_{\mathbf{V}^k \in C} d(\mathbf{H}, \mathbf{V}^k) \\
&= \arg \max_{\mathbf{V}^k \in C} C_p(\mathbf{H}, \mathbf{V}^k) = T(\mathbf{H}).
\end{align*}
(10)

Define the \( k \)th cluster as \( \mathcal{R}^k = \{ \mathbf{H} : T(\mathbf{H}) = \mathbf{V}^k \} \).

Then, the \( k \)th partial distortion is (a conditional expectation)
\[ D(\hat{\mathbf{V}}^k) = \mathbb{E}[d(\mathbf{H}, \mathbf{V}^k)|\mathbf{H} \in \mathcal{R}^k]. \]
To update the codebook, we then recompute the optimal centroid (new codeword) within each cluster \( \mathcal{R}^k \) such that the distortion in the cluster is minimized, i.e.,
\[ \hat{\mathbf{V}}^k = \arg \min_{\mathbf{V}^k \in \mathcal{R}^k} D(\mathbf{V}^k). \] (11)

Once the new codebook is generated, we can repeat the previous process until the overall distortion \( D = \sum_{k=1}^{N_{tot}} D(\mathbf{V}^k) \) has changed little since the last iteration, where \( p_k \) is the probability that a specific channel matrix \( \mathbf{H} \) falls into the cluster \( \mathcal{R}^k \).

The signal design procedure is summarized in the following two-step algorithm.

S1) Specify \( P_1 \) the total available transmit power from a given SNR value. Randomly generate the ensemble of channel matrices \( \mathbf{H} \) according to the given channel distribution which serve as the training set. Randomly generate an initial codebook \( C \) with \( N_{tot} \) codewords.

S2) Repeat the following sub-steps until the change of distortion \( D \) becomes negligible.

a) Given a codebook \( C \), redistribute each channel matrix \( \mathbf{H} \) into one of the clusters in \( C \) by selecting the one whose centroid is closer to \( \mathbf{H} \), i.e., \( \mathbf{H} \in \mathcal{R}^k \iff d(\mathbf{H}, \mathbf{V}^k) \leq d(\mathbf{H}, \mathbf{V}^{k'}) \) for \( k' \neq k \).

b) Recompute the centroid for each cluster \( \mathcal{R}^k \) created, i.e., \( \mathbf{V}^k = \arg \min_{\mathbf{V}^k \in \mathcal{R}^k} D(\mathbf{V}^k) \) to obtain a new codebook \( C \). If an empty cluster is generated in (a), randomly generate another replacement centroid.

c) Compute the overall distortion \( D \) for the new generated codebook \( C \).

We next discuss a few issues with the design algorithm.

A. Computation of the Centroid

One difficult part of the Lloyd algorithm is the computation of the centroid (11). In conventional scalar or vector quantization problems with the Euclidian distance measure [22], an explicit expression of computing the centroid can be obtained. However, this is mathematically intractable in our problem as the distortion measure (9) employed is non-linear. In [15], the authors employed a similar Lloyd algorithm with a difference such that their design combines optimal antenna phase rotation and power adaptation, as compared to phase rotation only in the multimode precoding scheme. They used a heuristic approximation to compute the centroid rather than an exact derivation. Their approximation enjoyed a closed form expression, but it inevitably caused a performance degradation.

In this correspondence, we setup an optimization problem to compute the centroid (11), where the optimization is taken over the space...
\[ \mathcal{U} = \bigcup_{m=1}^{N_t} \mathcal{U}_m. \] The optimization is solved in two steps. First by confining the optimization space to be a subspace \( \mathcal{U}_m \) for each \( 1 \leq m < N_t \), we can obtain \( N_t - 1 \) unitary matrices, with each one lying in a different subspace \( \mathcal{U}_m \). For \( m = N_t \), from the fact that \( C_p(\mathbf{H}, \mathbf{V}^k) = C_p(\mathbf{H}, \mathbf{I}_{N_t}) \) we set \( \mathbf{V}^k = \mathbf{I}_{N_t} \). We then choose from those \( N_t \) optimized unitary matrices the one that gives the minimum \( D(\mathbf{V}^k) \) as the \( k \)th centroid.

To facilitate the solution of the optimization problem for each \( m \) such that \( 1 \leq m < N_t \), we parameterize the unitary matrix using the Given’s angle rotation. For parameterization, we define a \( N_t \times N_t \) complex rotation matrix \( \mathbf{U}^{p,q}(\alpha_{p,q}, \sigma_{p,q}) \) with \( p < q \) and \( \phi, \sigma_{p,q} \in [-\pi, \pi] \) as

\[
\mathbf{U}^{p,q}(\alpha_{p,q}, \sigma_{p,q}) =
\begin{cases}
1 & \text{if } j = k \text{ and } j \neq p, q \\
\cos(\phi_{p,q}) & \text{if } j = k \text{ and } j = p, q \\
-\sin(\phi_{p,q}) \exp(-\imath \sigma_{p,q}) & \text{if } j = q \text{ and } k = q \\
\sin(\phi_{p,q}) \exp(\imath \sigma_{p,q}) & \text{if } j = q \text{ and } k = p \\
0 & \text{otherwise.}
\end{cases}
\]

Then, any \( N_t \times m \) (\( m < N_t \)) unitary matrix \( \mathbf{U} \) can be written as the product of the Given’s rotation matrices and a diagonal matrix, i.e.,

\[
\mathbf{U} = \mathbf{U}_\mathbf{A} \prod_{p=1}^{N_t-1} \prod_{q=p+1}^{N_t} \mathbf{U}^{p,q}(\alpha_{p,q}, \sigma_{p,q}) \cdot \mathbf{I}_m^{(N_t-m) \times m} \tag{12}
\]

where \( \mathbf{U}_\mathbf{A} = \text{diag} \left( \exp(\imath \delta_1), \ldots, \exp(\imath \delta_{N_t}) \right) \).

Let \( \Theta \) be the collection of \( N_t^2 \) parameters \( (\sigma_{p,q}, \phi, \delta) \). By this parametrization, the computation of centroid problem (11) becomes an unconstrained optimization over the parameter set \( \Theta \). To obtain the optimal solution, we randomly generate the initial values of the parameters and then update them along the direction of the gradient. The gradient with respect to the parameter set \( \Theta \) is derived in Appendix B.

B. SNR Adaptive Codebook Design

In theory, there is an optimal codebook for each SNR point and the designed codebook will vary with the SNR value. However, codebook for each SNR is impossible as it causes too much overhead in design as well as in adaptive feedback practice. As the operating SNR of a system may drift over time, we take the approach to design a codebook which works well for a range of SNR values. We call this SNR adaptive codebook design in this correspondence. In practice, we can partition the dynamic range of SNR of a certain system into smaller regions and apply the SNR adaptive codebook design for each region. As long as the operating SNR of the system does not change very fast, we can designate a codebook to use with little overhead incurred.

The goal of designing the codebook that works for a range of SNR can be achieved with slight modifications of the proposed algorithm. First, Step 1 of the algorithm needs to be modified. We assume the instantaneous operating SNR is a random variable taking values in a range according to a given distribution. Then, in Step 1 of the algorithm, instead of specifying a single power \( P_t \) for all randomly generated channel matrices, we randomly generate \( P_t \) and use, according to the given distribution for each channel matrix \( \mathbf{H} \). Second, to strike a balance among different SNR values, the normalized capacity difference, \( \epsilon_p(\mathbf{H}, \mathbf{V}^k) = 1 - C_p(\mathbf{H}, \mathbf{V}^k)/C_p(\mathbf{H}), \) is employed as the distortion measure.

V. NUMERICAL RESULTS

In Fig. 1, the normalized (with respect to the optimal WF capacity) average channel capacity with feedback is shown for \( 4 \times 4 \) MIMO system. Our codebook is designed according to the proposed algorithm given in Section IV. In the design, 1000 channel matrices \( \mathbf{H} \) were randomly generated as the training sequence. The scheme by Lau, Liu, and Chen (covariance feedback scheme) in [15] and the multimode precoding scheme by Love and Heath in [16] have also been implemented and their performances are depicted for comparison purpose. In the multimode precoding by Love and Heath, the applied codebook distribution is the one derived from the capacity allocation criterion in [16] for fair comparison. For example, for 3 bit feedback case, the number of codewords lies in \( l_{11}, l_{12}, l_{13} \), and \( l_{14} \) is respectively 4, 3, 0, and 1. The codebook by Love and Heath is generated so as to minimize the Fubini-study distance of each mode as in [16]. The codebook in covariance feedback scheme is designed according to [15].

From the simulation results, we see our designed codebook outperforms the other two schemes throughout all SNR regions. The gain over the codebook by Love and Heath comes from the fact that the codebook distribution (shown in Table I) according to the proposed algorithm is closer to optimal as compared to the derived one in [16]. Meanwhile, our designed codebook based on a suboptimal multimode precoding scheme surprisingly outperforms the optimal WF based covariance feedback scheme. We claim that the gain comes from the more exact computation of the centroid.

In Fig. 3, we depict the normalized forward channel capacity of our codebook design in the case when the operating SNR of the system is set to vary over a range. We also compare our multimode precoding scheme with the one by Love and Heath for fair comparison. In our SNR adaptive codebook design, the SNR of the system is assumed to be uniformly distributed from \(-3\) to \(3\) dB. Different from the previous setting, the training sequence used to design the codebook has 10000 channel matrices. Seen from Fig. 3, our adaptive codebook design again outperforms the multimode precoding scheme by Love and Heath for
the same feedback rate, although the difference is smaller as compared to that in Fig. 2. In some SNR region, even the performance of a lower rate feedback adaptive codebook surpasses that of a higher rate multimode scheme. For example, our 2-bit feedback outperforms 3-bit feedback multimode precoding scheme by Love and Heath at SNR from -1 to 3 dB.

VI. CONCLUSION

We have considered the problem of designing the feedback codebook under the feedback channel rate constraint under multimode precoding scheme. A number of bounds on the asymptotic capacity loss of multimode precoding have been obtained in this correspondence. These bounds explain why multimode precoding is close to optimal WF in throughput. We have then utilized the generalized Lloyd algorithm to design the optimal limited feedback codebook with respect to a distortion measure—the loss in forward channel capacity as compared to the optimal WF. In each iteration of the Lloyd algorithm, the codebook is constructed by a gradient search method applied on Given’s angle parametrization of the unitary matrix (orthonormal column matrix). The proposed algorithm can also be adaptive to the SNR value with slight modifications. Numerical results showed that the proposed algorithm outperforms comparable algorithms reported in the literature.

APPENDIX A

PROOF OF THEOREM 1

For all \( g_i \in \mathcal{E} \) we have \( g_i < \mu \), i.e., for all \( i \leq m^* \), \( |g_i - \bar{g}|/\mu < 1 \). Applying the Taylor series expansion to (6), we have

\[
-h \ln (1 + g_i - \bar{g}/\mu) = - \left( \frac{1}{\mu} \sum_{i=1}^{m^*} (g_i - \bar{g}) - \frac{1}{\mu^2} \sum_{i=1}^{m^*} (g_i - \bar{g})^2 - \cdots \right).
\]

In this series, the absolute value of \( i \)-th order term is greater than the summation from the \((i+1)\)-th order term up. By this property, both the second-order and first-order upperbound in Theorem 1 can be obtained trivially.

APPENDIX B

COMPUTATION OF THE GRADIENT

As the partial derivative is a linear operator, we can exchange the order of expectation and partial derivative to compute the gradient of the partial distortion \( D(\mathbf{V}^k) \) with respect to \( \Theta \), i.e.,

\[
\nabla_{\Theta} D(\mathbf{V}^k) = \nabla_{\Theta} \left\{ E_{\mathbf{H} \in \mathcal{R}} \left[ C_p - C_p(\mathbf{H}, \mathbf{U}_m(\Theta)) \right] \right\}
\]

\[
= - E_{\mathbf{H} \in \mathcal{R}} \left\{ \nabla_{\Theta} C_p(\mathbf{H}, \mathbf{U}_m(\Theta)) \right\}.
\]

If \( \Theta = \hat{\Theta}_k \) with \( 1 \leq k \leq N_t \), to compute \( \nabla_{\Theta} C_p(\mathbf{H}, \mathbf{U}_m(\Theta)) \), we rewrite the Given’s parametrization (12) as \( \mathbf{U}_m = \mathbf{U}_k \mathbf{U}_{k+1} \), where

\[
\mathbf{U}_{k+1} = \prod_{p=1}^{N_t-1} \prod_{q=Q_{N_t}} U_{p,q} e_{p,q} \left[ \mathbf{I}_m \right].
\]

As \( C_p(\mathbf{H}, \mathbf{U}_m(\Theta)) \) depends on \( \delta_k \) only through \( \mathbf{U}_k \), using the results (Theorem 2 and Lemma 3) in [23], we have

\[
\nabla_{\Theta} C_p(\mathbf{H}, \mathbf{U}_m(\Theta)) = 2Re \{ \mathbf{H}^H \mathbf{U}_m^H \mathbf{U}_k \mathbf{U}_{k+1} \times \nabla_{\Theta} \mathbf{U}_k^H \}
\]

where \( \mathbf{E} = (m/N_t \mathbf{I}_m + \mathbf{U}_m^H \mathbf{H}^H \mathbf{U}_m)^{-1} \) is the MMSE matrix defined in [23] and

\[
\nabla_{\Theta} \mathbf{U}_k^H \mathbf{e}_{p,q} = -i \exp(-i \delta_k) e_{p,q} \mathbf{e}_k,
\]

with \( \mathbf{e}_k \) being a unit norm column vector of length \( N_t \), with the \( k \)-th element being 1.

To compute the gradient \( \nabla_{\Theta} C_p(\mathbf{H}, \mathbf{U}_m(\Theta)) \) when \( \Theta = \phi_{p,q} \) or \( \Theta = \sigma_{p,q} \), we rewrite \( \mathbf{U}_m \) as

\[
\mathbf{U}_m = \mathbf{U}_k \prod_{p=1}^{N_t-1} \prod_{q=Q_{N_t}} U_{p,q} e_{p,q} \left[ \mathbf{I}_m \right]
\]

\[
= \mathbf{U}_k \prod_{p=1}^{N_t-1} \prod_{q=Q_{N_t}} U_{p,q} e_{p,q} \left[ \mathbf{I}_m \right]
\]

\[
= \mathbf{U}_k \prod_{p=1}^{N_t-1} \prod_{q=Q_{N_t}} U_{p,q} e_{p,q} \left[ \mathbf{I}_m \right]
\]

\[
= \mathbf{U}_k \prod_{p=1}^{N_t-1} \prod_{q=Q_{N_t}} U_{p,q} e_{p,q} \left[ \mathbf{I}_m \right]
\]

\[
= \mathbf{U}_k \prod_{p=1}^{N_t-1} \prod_{q=Q_{N_t}} U_{p,q} e_{p,q} \left[ \mathbf{I}_m \right]
\]

\[
= \mathbf{U}_k \prod_{p=1}^{N_t-1} \prod_{q=Q_{N_t}} U_{p,q} e_{p,q} \left[ \mathbf{I}_m \right]
\]

The input–output relationship with this precoding matrix \( \mathbf{U}_m \) is then

\[
\mathbf{r} = \mathbf{H} \mathbf{U}_m \mathbf{U}_0 + \mathbf{n}.
\]

Use the results in [23] again, we obtain

\[
\nabla_{\Theta} C_p(\mathbf{H}, \mathbf{U}_m(\Theta)) = 2Re \{ \mathbf{U}_m^H \mathbf{H}^H \mathbf{U}_m \mathbf{U}_{k+1} \times \nabla_{\Theta} \mathbf{U}_k^H \},
\]

where

\[
\nabla_{\Theta} \mathbf{U}_k^H \mathbf{e}_{p,q} = \begin{cases} -\sin(\phi_{p,q}), & \text{if } j = k \text{ and } j = p, \text{ and } q, \\ \cos(\phi_{p,q}) \exp(-i\sigma_{p,q}), & \text{if } j = p \text{ and } j = q, \\ -\cos(\phi_{p,q}) \exp(i\sigma_{p,q}), & \text{if } j = q \text{ and } k = p, \\ 0, & \text{otherwise} \end{cases}
\]
and
\[
\mathbf{V}_k \mathbf{U}_k = \begin{cases} 
\sin(\sigma_k) \exp(-i\sigma_k), & \text{if } j = p \text{ and } k = q \n\sin(\sigma_k) \exp(i\sigma_k), & \text{if } j = q \text{ and } k = p 
0, & \text{otherwise}.
\end{cases}
\]
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Abstract—We consider a sensor network where distributed sensors observing multiple sources and transmitting local observations over a Gaussian multiple access channel to a fusion center where the signals are coherently combined. We develop a joint estimation method based on the linear analog forwarding scheme at each local node, which can be cast as a nonlinear optimization problem. By minimizing the gap to the performance benchmark, we obtain a closed-form solution that follows the water-filling strategy. Numerical results are given to demonstrate the average estimation performance in a fading communication environment.

Index Terms—Linear coherent estimation, water-filling, wireless sensor networks.

I. INTRODUCTION

Consider a sensor network where sensors observe multiple sources and transmit the local observations to a fusion center. The fusion center aggregates the received data to generate a final estimate. We assume that the sensors encode their observations in a distributed way, since in many applications cooperative encoding is infeasible. For example, in a battleground scenario, there may be multiple sensors tracking the movement of the enemy tank and sending their observations to a command center. The cooperative communications between sensors would cost low energy and increase the system complexity, which may not be desirable. Therefore, distributed (noncooperative locally) schemes that achieve acceptable performance are of more practical importance.

In wireless sensor networks, the limited energy and communication bandwidth are two main constraints. Specifically, due to the difficulty of changing sensor batteries, low power consumption is important to guarantee a long lifetime for a sensor network. Communication bandwidth becomes a precious resource when a large number of sensors need to communicate with the fusion center under a strict delay requirement. There are two ways to model the communication bandwidth constraint. One is to directly limit the transmitted bits of each sensor node, which usually applies to a digital communication scheme, for which some of the recent work in the literature can be found in [1]–[7]. The second one is to limit the number of real messages sent from each sensor, which applies to analog forwarding schemes [8]. The analog forwarding schemes with linear processing at both local sensors and the